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Abstract

In management accounting survey research it is cammith response rates in the
range 20 - 50 %. How is low response handled idighdd research reports? What
kind of knowledge is created in the perspectivaddferent strategies for handling
non-response problems?

Such problems have been dealt with earlier. Amomgfrand Overton (1977) in
marketing research and Young (1996) in manageawaunting are frequently
cited examples. Shields (1997) presents suggedtomgeneral improvements in
survey research.

In the paper a selection of articles publishethejournals Management Accounting
Research (MAR) and Journal of Management AccourRRiegearch (JMAR) is
analysed. Different strategies for handling lovep@nse rates are identified in these
articles, some of these strategies questionable.

Some suggestions are made for more fruitful sjrasefor handling low response
rates. In conclusion it is stated that survey nedewith the aim of generalising to a
defined population should not be undertaken wbenresponse cannot be handled
in a satisfactory way. Studies with many objectstatly can be done when
research aims are knowledge development in thegement accounting area. Thus
low response should not be made to become a problem
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Background and problem

Surveys are common in research in many sociahseiéelds. Management
accounting research is no exception. Often a Bpgapulation is defined. A
random sample (sometimes with stratification )akested. Respondents are
approached and replies are received from parteo$éimple. Efforts are made to
show that the respondents represent the definedgtagn and that generalisation to
this population is possible.

There are many problems involved in this proc&sourse this process should be
interpreted in a context of purpose of the stwdyich can range from theory
development to theory testing. A survey need ratither a necessary means or the
only means to make progress. If a survey is chtisene are many potential weak
links. One has to do with low response rates amdresponse bias. Even if low
response rate is maybe not the weakest link tndyst should not be ignored..

The purpose of this paper is to discuss stratediksed by researchers when
exposed to non-response. Examples are taken froraysuin management
accounting research presented in the journals Mamagt Accounting Research
(MAR) and Journal of Management Accounting Rede&itMAR). The 11
examples ( arbitrarily selected and not a randampde) are from articles published
1996-2001. The reason for the choice of MAR and BMAs that they are respected
and well established journals in the field. | cobldre chosen articles from other
respected journals also and the limitation to MAT dMAR is no indication of any
kind of suspicion that MAR and JMAR are more dyatrt other journals to accept
survey articles with problematic treatment of nesponse problems.

Searching for the text “non-response bias” on imgeresulted in more than 2000
documents (February 2003). But more relevant isebegnition of the problem area
are articles in scientific journals. Armstrong & €ton (1977) discuss methods for
estimating non-response bias in mail surveys iragkating research context. Young
(1996) suggests different kinds of methods of improent in accounting survey
research. Jobber & Saunders (1989) develop metbhogsedicting industrial mail-
survey response rates. This somewhat arbitrarigelod studies suffice to show that
there is an interest among researchers to disaussasponse problems

Data

In this section 11 examples are presented. | h#aet to isolate the non-response
aspects which is not always easy as the shortigéeas and quotations appear out
of context.

1. 23%
Armstrong et. al.(1996), pages 1-23

"The paper presents data obtained from a reprasentsample survey on the
budgetary controls used in large U.K. companigsayé 1)

Large companies "were defined as those employd@§ beople or more in the U.K.
and as having at least two sites.” (page 2). Taie@12 companies. A sample of
200 was aimed at. But it turned out that some @mgs were not possible to
contact and many (447) refused to participate. dutbors ended up with 176
companies, that is, a response rate of 23 %. "flduse is comparable with that



achieved in previous surveys of management acamyptiactice.” In a note the
authors write “Cress and Pettijohn’s (1985) quesikire survey of 2109 U.S.A.
manufacturing companies achieved a response r&e 4#%6. The recent survey of
management accounting practice in U.K. manufaagucompanies conducted for the
Association of Certified Accountants by Drury dt.(4993) achieved a 24 %
response rate by postal questionnaire.” (page 5)

"Extensive checks of non-respondent bias were magieg the information on size,
sector, ownership and key dimensions of headqactertrol of business unit
policy. ” The authors found close matching betwsample and population. But
multinationals and larger companies were underessgrted. In order to be able to
generalise to the population a weighting schemedeased.

2. 31 %
Joseph et. al. (1996) pages 73-93

"The questionnaire was addressed to qualified mesntfethe Chartered Institute of
Management Accountants (CIMA) who were employedUby industrial and
commercial firms. The questionnaire was mailedG0Qlindividuals, and a follow
up reminder was sent after 4 weeks. Overall, 3286)3of the questionnaires were
satisfactorily completed, a response rate whichpames favourably with other
survey studies of management accounting practestsiinvolving comparisons
between the earlier and later responses to theguevealed no evidence of any
non-response bias in the sample of questionnasEsved.”.

3. 42 0f 73
Van Cauwenbergh, (1996), pages 169-184

"Our sample consisted of top or middle manage&licompanies or banks.”

"After a random selection (every third companynifrthis list of companies, 73 were
selected as our target group. Of these compa#di2syere willing to cooperate in our
research.” “...Not only did we examine 42 industdampanies, we also made an
appeal to banks.”(page 170).

Probably, then, 8 banks were studied . It is neaichow they were selected. The
authors do not bring up anything about non-respdrom 31 companies and a
possible non-response from a number of banks.din &malysis they refer to “a
majority” answering this or that, and similar.

4. 57 %
Bjornenak (1997), pages 3-17

"Questionnaires were sent to 132 companies, atl mibre than NOK 200 million in
sales. This includes all companies within the chaaé-groups of manufacturing
companies. Seventy-five acceptable questionnaiezs received, a response rate of
57 % . There was no evidence of response biasresbect to size or industry.”
(page 8). “The high response rate indicates tleatahults are representative.
However, it may not be appropriate to generalizerésults to other countries or
businesses.” (page. 8)



5 .31%

Krumwiede (1998), pages 239 ff

The study population consisted of 778 US manufaggususiness units. “To help
motivate response, respondents were offered a Hmeak” report comparing their
responses to their industry and to the overallltesNinety percent of the
respondents requested the benchmark report andlpba mailing address. In
addition , a second mailing of the instrument wexrgt $0 nonrespondents. After the
mailings 238 responses were receieved from apmeately 778 manufacturing
members for a response rate of approximately 3&d¥pared to a normal response
rate from this group of approximately 20 %. ).” ge&47). “Although there is no
test to ensure that nonresponse bias does nottlesastseparate procedures were
conducted to help asses this possibility (Goss&®7), Innes and Michell 1995,
Oppenheim 1966. No evidence of nonresponse biasouad. First, the survey
included a “nonresponse” sheet for respondentsdidhaot respond to the survey.
The majority of these sheets indicated that the 8Blhot use cost allocation
methods. The rest came from consultants, professml$irms with policies
prohibiting response to surveys. Second, a comparsas made of the survey
respondents with known characteristics of the CMé&ninership (industry,
geographic area and job title). No significanteliénces were found. Third, the 164
responses in the first mailing were compared with#4 responses to the second
mailing for the same characteristics as well asctmextual and organizational
factors and ABC adoption and routinization rates.dnificant differences at the
p<0.05 level were found between the two groupsag247).

“And although tests were performed to look for evide of nonresponse bias, there
IS no way to directly test whether the nonrespotglare systematically different
than the respondents. ...thus , generalizing thdtsesithis study to the entire US
manufacturing population should be done with cautigpage 268).

6. 56 %
Chenhall & Langfield-Smith, 1998, pages 1-19

"A survey administered to 140 manufacturing firnetested from the Business
Review Weekly list of Australia’s largest companie&The two mailings resulted in
78 usable responses, or a response rate of 56 #&xaine for non-response bias,
the responses from the first 20 % of returns anddlrom the last 20 %...were
compared...... No differences were identified, providsogne support for the
absence of a non-response bias.” (page 2) . Inahelusions the authors write “..as
the sample was selected was not random , the isdhthis study shuld be
interpreted as relating to the largest manufacgucimmpanies, not to the general
population of manufacturing companies.” (page 15)

7 6.2%

Sim & Killough (1998).pages 325-

“Letters requesting participation in this study eeent to the directors of
manufacturing of 1500 randomly selected plantstextavithin the United States. ..

A total of 126 plants agreed to participate. “ edaminder was sent out. 83
questionnaires “were returned , which provided eerall response rate of 6.2 % ( 83
of 1335)". (page 332)



“The results of this study should be assessedjimt bf two limitations. The first
limitation relates to the small sample size”. (p8dé)

8. 190 of 480
Coda, A. F (1999), pages 109-135

"A sample of 600 names and business addresseselated randomly from the list
of Fellow and Associate members of CIMA in the @diKingdom....... This left a
modified sample of 480 members.....A total of 2+2mses were received of
which 190 (39,6 %) were usable. The use of a nedtlifandom sample, combined
with a good response rate compared with other asunfi management accounting
practice (e.g. Dugdale 1994, Joseph et. al. 198@én&and Aschworth 1996) ...
suggests that the results may be fairly represeatat U.K. management
accountants. An analysis of respondents” age pspfiheir length of time in current
position, the size of their organisation, and th@pprtion of men to women, supports
this view..” (pages 119-120)

“Several factors limit this study....... A second facitothe relatively small, possibly
restricted sample size for a survey-based study? percent (83of 600) usable
response rate.... May not be convincing to some emsad.. Sampling bias,
however, should not be a major concern for thidystupage 67).

9. 14%

Widener & Selto (1999), pages 45 —

“We surveyed a random sample of 600 publicly trafii@as with more than 500
employees (stratified by industry) from the Contpusdustrial files..  To enable
analysis of nonrespondents and inclusion of art¢ipraxy variables, the study also
requires sample firms to have sales, assets, #mat ®8&D or advertising expense in
the most recent year available prior to the sththe study — 1995.” (page 51)

The questionnaire was mailed to the CFO’s of tlieggnpled firms.. “Three survey
mailings and one postcard reminder after the firatling resulted in 198
respondents (33 percent overall response rate)”

10. 449 % -0r22.9%

Innes et al, (2000), pages 349-362

The survey covered the Times 1000 top non-finarandl financial companies
(exluding investment management firms) in the WKnvolved two mailings. "The
second included a non-response sheet requesteasarr when the questionnaire
was not returned. A total response of 44.9 % whgeged. In a note the authors
write “The non-response sheet returns indicatetitBaespondents (9.3 %) did not
consider ABC applicable to their organizations.utttier 30 respondents (3.9 %)
had a standard policy of non-response to questicemavhile 21 respondents (2.7
%) cited lack of time as the reason for non-respoiibe remaining 16 respondents
(2,0 %) had not responded due to significant cat@changes, e.g. the company in
liquidation.” (page 350) .The usable responsewa® in the end 22.9 %. “The usual
limitations of survey-based research are acknovdddyy the authors.” (p 350). In a
note they refer to a discussion in Innes & Mitcl{@B97).

11. 65 % and 51 %



Abernathy & Lillis (2001) pages 107-

“Questionnaires were initially distributed to CE@sd MDs in 149 hospitals... The
response rates were high with 65 % of useable guestires returned by the CEOs
and 51 % by MDs.. this resulted in 56 matched sktiata for use in the analysis.
High response rates minimize problems associatddneinresponse bias.” However,
two tests were made, based on size of hospitaleaihy versus late respondents.
“None of these tests produced significant diffeeysuggesting the absence of any
obvious nonresponse bias. (page 117).

Analysis and conclusions
The strategies used by the researchers to deahaititresponse are the following in
the 11 examples presented in the previous section.

1) Efforts are made to limit non-response by renmgaon-respondents one, two or
three times (examples 2, 5, 6, 7, 9,10). An ingertb respond can be offered
(example 5).

2) Stating that the response rate is high (exan¥plé4)

3) Admitting that generalization possibilities éimited due to low response
problems (examples 6, 7, 10)

4) No comments on any non-response problems (gbeaB)

5) Stating that the response rate compares fablyu@the rates of other studies
(examples 1, 8). Cf. guilt by association.

6) Non-response is discussed and the followingsomes are used

- Answers from early and late respondents are cogdp# no differences are found
the conclusion is drawn that non-respondents anéasito respondents. (If there
would have been differences it could have beennasd that non-respondents are
equal to late respondents.)

- Non-response bias is discussed and checked fooroparing characteristics of
respondents and population (focussing on such tspeize, age, branch of
industry etc, that is, structural variables)

That some of the 6 strategies are more frequentdtieers should not be taken as
any indication of possibilities to generalize. Mgnas just to identify strategies used.
With another arbitrary selection of examples ostextegies might have been
identified.

A crucial questions is if “unsatisfactory “ treatmef low response is really a
problem in management accounting research. Maydre @ire other more critical
problems in such research (cf Luft & Shields,2008)y answer is that if a
researcher makes an effort to get a representsdivgple from a defined population
he or she has actually chosen to make low respopsablem. Implicitly the
researcher has then chosen a generalization @pwgtion) aim. And then the
problem of response should not be ignored. Anceradrihe 11 examples starts out
by saying that representativeness is not impoftaritim or her. | will return to the



question if survey research always needs or shoegd such an aim — in view of
what contribution to knowledge is aimed at.

An obvious strategy to deal with non-respons# i&ee to it that it does not appear.
I will not go into activities for this purpose, ékdesigning questionnaires that are
easy to fill in, using telephone or internet inste& mail, not choosing a large
sample for a postal study than can, with time asdurces available, be followed up
by telephone reminders and similar. In this pagecus on situations when non-
response has occurred.

It is interesting to note the drive in most of th@amples to state that the response
rate is satisfactory and that problems of noneasp bias can be neglected.
Researchers do not seem to worry about non-respengenuch. But | regard such
statements as very bold assumptions when respateseare from 6 % to 65 % as is
the case in the examples. The fact is that thetesis no direct data on as much as
35% to 94 % of the populations. In particdlezgard reference to other studies
that have reached similar response rates as sfagatiry. The quality of one survey
study is not substantiated by reference to andatuely with low response rate.
(Note. It is surprising that distinguished sciantjburnals publish articles with such
content.)

I would like to draw attention to a few additioqmdssible strategies for dealing with
non-response.

7. (connected to strategy 6 above. Take a ran@onple from the non-respondents
and put in more resources to get replies by, famgple, using telephone or
personal interviews in an originally postal survey.

Other strategies connected to strategy 6 abovdiscassed by Armstrong &Overton
(1977), for example subjective estimates of nopaadents” replies (based
sometimes on the so called interest hypothesisgatrdpolation methods using
successive waves of questionnaires.

8. Redefine a study where low response has occunsigad of trying to generalise
to a defined population resort is taken to anadytic theoretical generalisation. That
is, it is acknowledged that the study has not teduh a representative sample of
the population originally defined.

9. Conduct a number of simple sensitivity calcalasi on important result variables.
For example, in a study with a response rate %6070 % of the respondents have
stated that they use ABC. Assume that non-respas@ea using ABC less, say 50

% of them. Then the "correct” use rate would b&/62

If the study had resulted in a 30 % responsetha&écorrect” use rate would be 56
%. By presenting a number of such calculationgéisearcher can give indications

of the robustness of the results and supply theéereaith a reasonable sense for the
uncertainty in the results.

10. .Redefine the population so as to make it bettegespond to the sample
achieved. This is, however, a problematic strategg statistical sense.



No study is better than its weakest link. The umsiific treatment of non-response
problems is an abuse of statistical theory and lsho®i avoided. If survey studies
with ambitions to generalise to a defined poputattannot be undertaken with due
respect to what is required they should not beezhout at all. As | have shown
there are strategies that are possible to usepmwe the situation, especially if the
aim to generalise to a defined population needrdhe overall aim. As long as a
researcher sticks to strict survey research hee@nsakes low response a problem.
Avoiding survey research in a strict sense re$eascshould more often aim at
using multi-object studies, and then not make response a problem. And then
also sometimes include in their research appreafblel- based studies (Young
1999) or case studies ( Hedlund & Hagg, 1979).
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